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Abstract

Supporting long life, high performance, intermittent compu-
tation is an essential challenge in allowing energy harvesting
devices to fulfill the vision of smart dust. Intermittent compu-
tation is the extension of long-running computation across the
frequent, unexpected, power cycles that result from replacing
batteries with harvested energy. The most promising intermit-
tent computation support strategies combine programmer di-
rection and compiler analysis to minimize run-time overhead
and provide programmer control—without specialized hard-
ware support. While such strategies succeed in reducing the
size of non-volatile memory writes due to checkpointing, they
must checkpoint continuously. Unfortunately, for Flash-based
devices (by far the most ubiquitous), writing checkpoints is
slow and gradually kills the device. Without intervention,
Flash devices and software-only intermittent computation are
fundamentally incompatible.

To enable ubiquitous programmer-guided intermittent com-
putation we design and implement CAMEL. The key idea
behind CAMEL is the systematic bifurcation of program state
into two “worlds” of differing volatility. Programmers com-
pose intermittent programs by stitching together atomic units
of computation called tasks. The CAMEL compiler ensures
that all within-task data is placed in the volatile world and
all between-task data is placed in the non-volatile world. Be-
tween tasks, CAMEL swaps the worlds, atomically locking-in
the forward progress of the preceding task. In preparation
for the next task, CAMEL resolves differences in world view
by copying only differences due to the preceding task’s up-
dates. This systematic decomposition into a mixed-volatility
memory allows—for the first time—long-life and high per-
formance programmer-guided intermittent computation on
Flash devices: CAMEL outperforms the state-of-the-art check-
pointing system for Flash-based devices by up to 5x while
eliminating the need for hardware support, and enables reli-
able execution of atomic operations where the state-of-the-art

∗Equal contribution.
†Work completed at Virginia Tech.

fails. Beyond Flash, CAMEL’s differential buffer system im-
proves performance by a factor of 2x compared to existing
task-based approaches on FRAM platforms.

1 Introduction

Energy harvesting [34, 43, 54] is the key to realizing the vi-
sion of ubiquitous computing [22, 48]. Aggressive transistor
scaling brings us to an inflection point: computing devices
are smaller than a grain of rice and operate on nano-watts of
power [53], but the batteries required to power them remain
largely unchanged, leaving them large, heavy, expensive, and
sometimes flammable [4]. This asymmetric scaling means
attaining ubiquity demands that current and future devices
shed batteries in favor of harvested energy.

The transition to harvested energy brings a new challenge:
how can we support long-running programs in the face of the
frequent, unpredictable, power cycles brought on by the rela-
tive trickle of energy supplied by energy harvesting? Existing
programs and programmers alike assume a continuous supply
of energy, while energy harvesters provide only enough en-
ergy for short bursts of computation. Attempting to execute
unmodified programs on such short bursts of power dooms
long-running programs to a never-ending series of restarts.
A naive application of existing checkpointing schemes [41]
is inadequate as previous work shows that, without careful
attention to the memory durability ramifications of power
cycles, semantically incorrect executions occur [40]. Thus
intermittent computation is born.

There are two classes of intermittent computation:
Just-in-time checkpointing: special-purpose hardware
monitors available power, committing a checkpoint and ceas-
ing computation when power dips below a pre-defined volt-
age threshold [2, 3, 21, 41, 49]. Recent work shows that even
on-chip1 voltage monitors steal between 24% and 71% of a
system’s energy when using a comparator and an ADC for

1Often on-chip voltage monitoring hardware is subscribed to software
functionality and not available for just-in-time voltage monitoring.



voltage monitoring, respectively [51].
Continuous checkpointing: a program is decomposed
(by a programmer [6, 26, 29], compiler [30, 52], or hard-
ware [11, 27, 28, 45]) into a series of inherently-restartable
sub-computations, glued together by checkpoints. This re-
sults in power-failure-agnostic program execution.

Programmer-guided continuous checkpointing intermittent
computation systems are favored when programmers require
guarantees about execution [6, 26, 29]. Such guarantees are
common when using external devices, which pose challenges
for just-in-time checkpointing systems: peripheral operations
are often atomic (e.g., UART or I2C transmissions) and, when
interrupted by power loss, require that (1) execution is rolled
back to the beginning of the operation and (2) the relevant
peripheral be reconfigured for the section of code to be re-
executed. However, unrestricted state rollback often causes
semantically incorrect execution [40], while forcing the pro-
grammer to anticipate the effects of a power loss at every point
in the code and write reconfiguration routines to mitigate the
consequences is unscalable and error-prone.

Programmer-guided approaches relieve programmers of
this burden through a combination of compiler analysis and a
C programming interface that exposes forward progress atom-
icity as a first-class programming abstraction. Compiler analy-
sis is comprehensive and error-free, while the programming in-
terface allows programmers to reason about the system-level
effects of computation—at a granularity that they are com-
fortable with or that mirrors the device’s interface/protocol.
Such approaches divide programs into a series of checkpoint-
connected tasks representing atomic, restartable units of com-
putation, i.e., they either complete entirely or not at all. Re-
gardless of power cycles, the result of task execution is seman-
tically consistent with the code. The fundamental principle is
that tasks keep their changes private until they complete. Early
work conservatively versions all within-task data [26], while
follow-on work introduces new classes of cross-task com-
munication channels [6]. The most recent approach further
reduces overhead using idempotence analysis to minimize
data copying [29].

This paper addresses two limitations in state-of-the-art
programmer-guided intermittent computation approaches:
Flash device lifetime: the frequent non-volatile memory
writes of continuous checkpointing strategies—no matter
the size—exhaust Flash’s limited write endurance [16].
Performance: current approaches copy redundant data to
within-task buffers due to not reusing existing data.

Fixing the first flaw makes programmer-guided intermit-
tent computation possible and performant on Flash-based
devices. Fixing the second flaw increases performance
across all devices.

We design and implement CAMEL, an extension to C
and compiler support that enables long-life, low-overhead
intermittent computation on Flash-based systems—without
hardware support. Our solution leverages the idea of two

worlds from ARM TrustZone [35], but replaces security
with data non-volatility. Two worlds exist within a CAMEL-
instrumented program: a non-volatile inter-task world (for
recovery) and a volatile intra-task world. We implement this
selective mixed-volatility world abstraction on Flash devices
using the time-dependent non-volatility of SRAM (the main
memory on Flash-based devices) to create a mixed-volatility
domain in SRAM. Unlike previous work which checkpoints
all of SRAM, rendering it effectively wholly-non-volatile [49]
(§5 shows that this is an untenable solution from a perfor-
mance standpoint), CAMEL strategically creates both volatile
and non-volatile regions within SRAM. Placing within-task
data in the volatile world allows partial task execution to be
safely forgotten across power cycles. Placing across-task data
in the non-volatile worlds allows for task-level, atomic, for-
ward progress. The challenge that CAMEL addresses is the
correct and efficient transfer of data between the volatile and
non-volatile worlds when power loss can occur at any time.
CAMEL’s solution of fine-grain idempotence analysis coupled
with differential state analysis allows CAMEL to efficiently
update and transition between worlds.2

We validate CAMEL’s ability to extend long-running com-
putation across frequent power cycles using popular micro-
controllers in energy harvesting deployments and a superset
of benchmarks from previous work. Experiments on hardware
under realistic energy harvesting conditions show that CAMEL
reduces average run-time overhead by 3–5x over the state-of-
the-art Flash-based intermittent system and enables correct
execution of atomic operations where prior work fails. On the
FRAM-based devices earlier programmer-directed intermit-
tent systems target, CAMEL’s advanced compiler analyses cut
run-time overhead in half compared to the state-of-the-art.

This paper makes the following contributions:
1. We demonstrate that existing continuous checkpointing

approaches have poor performance and kill Flash due to
checkpoint-induced Flash memory writes/erases (§2.1).

2. We propose the notion of controlled-volatility worlds to
enable high-performance programmer-guided intermit-
tent computation on Flash devices (§3.4).

3. We present an NVM-invariant performance improve-
ment: reusable differential buffers (§3.5).

4. We expose to the designer and quantify the tradeoff be-
tween pre-deployment effort and run-time overhead (i.e.,
canary vs. CRC) (§3.2).

5. We evaluate CAMEL against state-of-the-art just-in-time
2Note that swapping data from the volatile world to the non-volatile world

is different than double buffering seen in other intermittent computation
systems. In double buffering, all software state is written to non-volatile
memory to lock-in forward progress. The old checkpoint (and its buffer) is
maintained to provide a valid recovery option all the way until the last bit of
the current state is written to the new checkpoint [52]. No buffer is modified
outside of the checkpoint commit process. In contrast, CAMEL’s volatile
world acts as a scratch-pad for all state changes of the current task and the
non-volatile world acts as a valid recovery option. Idempotence analysis
allows CAMEL to avoid double buffering the non-volatile world, reducing
memory overhead and increasing performance.



and programmer-guided intermittent systems; results
show that CAMEL outperforms previous approaches in
lifetime, functionality, and performance—regardless of
NVM (§5).

6. We open-source our design and evaluation artifacts to
enable further research and deployment of CAMEL on
current systems.

2 Motivation

There exists a succession of programmer-guided intermittent
computation systems, each refining the interface exposed to
programmers and reducing run-time overhead. Why is an-
other approach needed? This section answers this question
through analysis that shows that by ignoring Flash-based
energy-harvesting platforms, we exclude the most ubiqui-
tous, most available, lowest cost, and highest performance
systems from the benefits of intermittent computation.
Experiments with existing approaches show that due to the
performance and lifetime consequences of Flash writes/erases
and the high-frequency checkpoints endemic to continuous
checkpointing, a new approach is required. Lastly, we show
that SRAM retains state for many minutes during the off peri-
ods common to energy harvesting devices. This motivates a
new, in-place checkpointing, approach to programmer-guided
intermittent computation: CAMEL.

2.1 Why Intermittent Computation on Flash
Devices?

Frequently checkpointing allows programmer-guided ap-
proaches to remove the requirement of dedicated voltage
monitoring hardware and reliably execute atomic operations,
but exposes any performance limitations associated with
the Non-Volatile Memory (NVM) storing checkpoints. For
several decades, the only mass-market option for NVM in
energy-harvesting-class devices was Flash memory. In the
last five years, a new NVM emerged: Ferroelectric Random-
Access Memory (FRAM). Following this trend, early energy-
harvesting platforms used Flash-based microcontrollers (e.g.,
WISP 4 [43] and Moo [54]), while more recent platforms
use the more esoteric (outside of the lab) FRAM-based mi-
crocontrollers (e.g., WISP 5 [34]). According to the WISP
5 developers, the impetus for the transition to FRAM-based
devices is the lower cost of writes compared to Flash.

While write latency is one metric to compare NVM tech-
nologies, other metrics become important in a world where
NVM writes/erases are no longer the limiting factor. Flash-
based devices provide several advantages over similar FRAM-
based devices: Flash devices are more available and have
a larger pool of developers and suppliers, since they have
been around for decades, compared to less than a decade for
FRAM devices. This trend is unlikely to change soon as Flash-
based devices are more available today. Flash also provides

a performance advantage, as shown by comparing Dhrys-
tone results [49]. Recent work highlights other advantages of
switching to a high-energy, high-efficiency operating point [7],
which does not apply to FRAM, due to the additional wait-
states required at higher frequencies. Finally, Flash devices
tend to contain more SRAM at equivalent NVM sizes [17,18].

Given the advantages of Flash, why do the most recent
energy harvesting platforms [34] and programmer-guided
intermittent computation systems [6, 26, 29] target FRAM?
Despite the availability and performance advantages of Flash,
its slow, high-energy writes/erases are antithetical to the high-
frequency checkpoints of continuous checkpointing systems.
Programming Flash (i.e., writing) is energy and time-intense
as it requires collecting enough charge to raise the voltage
of a Flash cell high enough to force charge to flow across
the cell’s dielectric (e.g., from 2.2V up to 12V). Worse, this
process is uni-directional. Thus, to change any single bit of
Flash requires copying a segment (512 B) to SRAM, erasing
the entire segment, updating the desired bits in SRAM, and
writing the updated segment back to Flash. The common-case
nature of checkpointing in programmer-guided systems, the
cost of writing/erasing Flash memory, and Flash’s untimely
failure (§2.2) eclipse any benefit Flash offers. Without an
alternative to checkpointing to Flash, the vast majority of and
most performant microcontrollers will not support software-
only intermittent computation. This paper provides the most
performant programmer-guided checkpointing approach
invariant of NVM type—without killing Flash.

2.2 Existing Programmer-guided Systems Kill
Flash

Flash cells withstand only a limited number of write/erase cy-
cles before they fail [16]. Each checkpoint requires writing to
Flash. Eventually this fills all available Flash memory, requir-
ing an even more expensive erase procedure (because Flash is
one-way programmable). Every time a Flash cell undergoes
a write/erase cycle its dielectric breaks down. Eventually the
dielectric breaks down enough that the cell fails, either not
being able to be read or erased correctly. For example, the
Flash in the TI microcontrollers that we use is rated to endure
10,000–100,000 write/erase cycles before failure.

This sensitivity to Flash writes/erases is antithetical to the
high rate of checkpoints endemic to continuous checkpoint-
ing systems. Continuous intermittent computation systems
eliminate the need for special-purpose voltage-monitoring
hardware by taking many small checkpoints. For example,
existing systems checkpoint on the order of once-per-1000
instructions [6, 26, 29]—limiting the deployment lifetimes of
energy harvesting systems to a handful of days at best. If it
is not possible to replace batteries in energy harvesting de-
vices, then it is equally unpalatable to replace entire devices
every few days. This paper provides the first long lifetime,
continuous checkpointing approach for Flash devices.



2.3 SRAM’s Time-dependent Non-volatility
Many existing intermittent computation works assume SRAM
loses state completely as soon as the microcontroller can no
longer execute. We observe that, due to capacitance in the
system, the voltage of a system’s power rail gradually reduces
from the microcontroller’s brown-out voltage to 0V. Due to
the difference in the microcontroller’s brown-out voltage (e.g.,
1.6V) and SRAM’s data retention voltage (∼0.4V [14, 39]),
SRAM scavenges the otherwise wasted charge to retain
state. We refer to this as SRAM’s time-dependent non-
volatility: for a period after computation ceases, SRAM acts
as a non-volatile memory. This presents an opportunity to
leverage SRAM as a checkpoint storage location—as long as
SRAM retains data for longer than the off time.

To verify this opportunity, we first quantify how long
SRAM provides perfect data retention for. For this exper-
iment, we use a Flash-based MSP430 development board [20]
that is representative of energy harvesting-class devices. The
literature indicates that two factors dominate the discharge
time of a capacitor: capacitor size and temperature. To ex-
plore the impact of these variables on SRAM’s data retention
time, we modify the development board, replacing its 10µF
decoupling capacitor with 47µF, 100µF, and 330µF versions.
We select the 47µF capacitor as it represents what the most
popular energy harvesting devices use [34, 43]. We use larger
capacitor sizes to show how system designers can tune the
retention time through the capacitor. To control temperature,
we perform the experiments in a Test Equity 123H thermal
chamber, varying temperature between 20°C and 50°C.

Because SRAM fails bi-directionally, in a board- and noise-
dependent pattern [12], for each temperature/capacitor com-
bination, we perform five trials writing all 1s and five of all
0s, checking for data loss at each trial. Figure 1 shows the
retention time of our MSP430 microcontroller across a range
of temperatures and the three energy storage capacitor sizes.
These results show that—even without system designer aware-
ness of SRAM’s time-dependent non-volatility—current en-
ergy harvesting platforms provide relatively long data reten-
tion times.

2.4 Intermittent Off Times are Short
Given that SRAM provides perfect data retention for between
50 seconds and almost 4 hours, the next question to answer
is how long unexpected off-times3 are for the most common
energy sources. To answer this question, we perform a meta-
analysis of the energy harvesting literature to identify com-
mon energy sources and, for each source, a realistic upper
bound for off times. This task is complicated by the fact that

3We differentiate between expected and unexpected off times. The chal-
lenge for intermittent computation is dealing with unexpected power-cycles
and their off times; thus that is our focus. In contrast, solar-powered systems
experience long off times at night, but this is (predictable) power loss akin to
turning off a desktop computer—not intermittent computation.
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Figure 1: The maximum time (secs) before a single bit fails in
SRAM w.r.t. temperature and capacitor size. The horizontal
bars represent the maximum off-times from our meta-analysis
of off-times reported in the literature.

previous work focuses on on-times due to its reliance on the
long-term data retention guarantees of non-volatile memo-
ries. Fortunately, by looking at on-times and the frequency of
power-on events, we are able to deduce approximate off times.
We add the off-times for four energy sources as horizontal
lines in Figure 1: RF [9, 27, 41], Thermal [27], Piezoelec-
tric [27, 44], and Solar [9, 27]. When a given capacitor’s line
is above the horizontal line, the capacitor provides enough
perfect data retention time to support operation at the temper-
ature and below. To summarize our meta-analysis: off-times
for most sources are much shorter than the data retention
time provided by existing energy harvesting platforms. In
this paper, we design and implement a system that reliably
uses SRAM as a low overhead, long lifetime, non-volatile
memory for the short off times common to intermittent
computing, falling back to existing checkpointing to support
longer and expected power-off events.

3 Design

We develop CAMEL, a programmer-guided, continuous check-
pointing system with the goal of enabling long-life, high-
performance intermittent computation on Flash-based devices.
CAMEL avoids continuously writing program state to non-
volatile memory by preserving in-place SRAM data using
differential reusable buffers. Our differential buffer model
allows checkpointing just-enough data required to restart pro-
gram state as opposed to the entire SRAM as implemented
previously [49]. We maintain semantically correct execution
by ensuring the in-place data remains consistent across power
cycles and that tasks always re-execute with known-good data.
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CAMEL is an amalgamation of three components, working
together to guarantee the correct execution of a program on
harvested energy. These components are: (1) CAMEL Recov-
ery Routine; (2) CAMEL Tasks; and (3) CAMEL Compiler.

3.1 System Overview

CAMEL supports C programs (including dynamic memory4

and pointers) where main() consists of task function calls
connected by control-flow logic (i.e., no assignment state-
ments). Tasks may call other functions, but not other tasks.
Figure 2 gives a high level overview of how different com-
ponents interact within CAMEL. The CAMEL programming
model allows the programmer to ensure forward progress of
applications on any energy harvesting platform by decompos-
ing source code into a set of individually re-executable tasks.
The CAMEL compiler analyzes how tasks interact with shared
data in the differential buffers to ensure in-place SRAM data
is consistent at run time, despite re-executions after power fail-
ures. CAMEL performs idempotence analysis and produces
a ready-to-run executable that can be flashed to a board of
the programmer’s choosing. CAMEL implements the volatile
and non-volatile world concept using two differential, swap-
pable buffers—at any given point in execution, a volatile
world and a non-volatile world exist. Tasks interact with
data exclusively in the volatile world, whereas recovery
pulls data exclusively from the non-volatile world. Be-
tween tasks, CAMEL atomically swaps which buffer repre-
sents each world—locking-in forward progress by rendering
the updated buffer effectively non-volatile (§3.2). After the
swap and before the next task, CAMEL resolves the differ-
ences between the up-to-date newly-non-volatile world and
the outdated newly-volatile world by copying only the data
that the preceding task modified. Following a power failure,
CAMEL invokes the recovery routine which continues execu-

4The current implementation of CAMEL supports dynamic mem-
ory within a task. Supporting dynamic memory between tasks requires
dynamically-sized worlds; an engineering challenge that we are address-
ing as future work.

tion either (1) from the most recent checkpoint in the common
case when SRAM retains its data, or (2) from the beginning of
the program, when an uncommonly long power failure causes
SRAM to lose its data.

3.2 Detecting Unexpectedly Long Off Times
SRAM transitions from non-volatility to semi-volatility, grad-
ually approaching full-volatility as supply voltage falls. For
any stage beyond non-volatility, the SRAM cells begin los-
ing state, jeopardizing recovery. We employ two methods to
detect unexpectedly long off times.

Canary Values: The SRAM cells that fail first upon
power loss, and the direction of failure, are decided by
manufacturing-time process variation; each device exhibits
unique yet consistent failure patterns [12, 13]. We leverage
this predictable failure pattern for a low-overhead check of
SRAM data retention by writing a pre-determined value to
canary memory and checking for it after a power failure. If
the first-to-fail cells retain their canary values, we know all
SRAM data is intact and can restart from a checkpoint; oth-
erwise, data may be corrupted and we must restart execution
from the beginning. SRAM canary values require chip char-
acterization to identify (1) the cells that fail first and (2) the
value those cells fail to, which prevents silent failures from
the cell failing into the chosen canary value.

Pre-deployment characterization works for three reasons:
(1) given a device, SRAM cells lose state in a mostly totally
ordered fashion—especially the tail cells [13]; (2) SRAM cell
failure ordering is preserved across temperature and voltage
fluctuations [10]; and (3) The first-to-fail cells have a reliable
power-on state [50]. To determine for a given device the loca-
tion and values of the canary cells, the user searches through
off-times to find the first cells to fail at the shortest off-time.
The cells are set to all 1’s, then the power is disconnected, then
reconnected after the desired off time, then the SRAM state is
read-back, looking for failed cells. The user does the same for
all 0’s. If a cell fails for either case, then it is marked as a fail-
ure for that time. Our experiments perform 3 such (Bernoulli)
trials at each time step to eliminate noise. We then store the
addresses of the first-to-fail cells in non-volatile memory and
the value that exposes their failure. The checkpoint routine
writes the value to the addresses, while the recovery routine
validates it before resuming execution. Programmers can use
multiple canary cells for increased resilience at the cost of a
few more memory comparisons.

Cyclic Redundancy Checks (CRC): For cases where chip
characterization represents unacceptable pre-deployment ef-
fort, we explore a second approach based on Cyclic Redun-
dancy Checks. CRCs are common mechanisms for commu-
nication systems and applications that need to verify the in-
tegrity of received data with high confidence. Hardware sup-



port for CRCs is common to low-powered micro-controllers
that send and receive data.

The CRC algorithm divides data by a predetermined gen-
erator polynomial using repeated shifts and XOR operations.
The output of the CRC algorithm is the remainder of this di-
vision, which is stored alongside the data in volatile memory.
The state of the application data in the SRAM changes after
every task, hence we recompute the CRC between tasks. To
verify data integrity after recovery, we recalculate the CRC
over the trusted in-place application data and compare the
result to the one previously stored in memory. The two re-
mainders must match to conclude that data remains integral.

CRCs guarantee up to G bits of error detection, where G is
determined by the variant of CRC used; a 16-bit CRC detects
up to 3 flipped bits whereas a 32-bit CRC detects up to 5
flipped bits. Both CRC variants additionally detect all odd-
bit errors. For other errors, CRCs provide probabilistic error
detection with a chance of missing an error of 1/2m, where
m is the width of the CRC [23]. For a multi-bit error to go
undetected, the checksum of the corrupted and un-corrupted
must be the same. The probability of undetected data corrup-
tion is further reduced because there is a 50% chance that a
failing cell will fail into the correct value; thus, CRCs provide
a high-confidence solution to verify SRAM’s data integrity.

3.3 Bimodal Recovery Routine

As shown in Figure 2, following a power failure during pro-
gram execution, the recovery routine passes control to the
program from either the start of either the main function
or the last executed task. We arrive at this decision by re-
computing the CRC or checking the canary value, depending
on the variant of CAMEL deployed.

To resume execution from the last in-place checkpoint
(1) the recomputed CRC should match the one stored in the
SRAM or (2) the canary value must be correct, indicating
that the data in the non-volatile world was preserved over
the power cycle. After passing the integrity check, CAMEL
copies the data in the non-volatile world over the volatile
world, ensuring that the first task begins with correct data.
CAMEL restores control to the program at the beginning of
the last partially-completed task by copying the saved register
values back to the register file, restoring the program counter
last. In the uncommon case—when SRAM fails to retain data
due to an unexpectedly long power failure—CAMEL passes
control to the beginning of the program and restarts execution.

3.4 CAMEL Tasks

The CAMEL programming model is task-based and depends
on the programmer to divide source code into independent
atomic tasks. This division enables tracking within-task idem-
potence [52] by the compiler. We label a section of code as

main(){
 int x = 0;
 int y = 2;
 int z = 5;
 while(1){
  x = getReading();
  int offset = y + z;
  x = x + offset;
 }
}

Source Code
struct {
 int x;
 int y;
 int z;
} global;
task_sample() {
 int i = getReading();
 GV(x) = i;
}
task_transform() {
 int offset = GV(y) + GV(z);
 GV(x) = GV(x) + offset;
}
main() {
 while (1) {
  task_sample();
  task_transform();
 }
}

Instrumented Code

Execution
main() {
 task_sample()
  int i = getReading()
  GV(x) = i
 task_transform()
  int offset = GV(y) + GV(z)

task_transform()
 int offset = GV(y) + GV(z);
 GV(x) = GV(x) + offset;

(c)

(b)

(a)

Figure 3: (a) Shows unmodified source code (b) shows the
task divided code according to the conventions described §3.4
(c) shows the execution of the code in (b) after it has been
instrumented by the compiler.

idempotent if no variable undergoes a Write-after-Read de-
pendency [24] within that section. A variable is subject to the
Write-after-Read dependency when it is first read and then
later written in the same task. The CAMEL compiler identifies
this sequence by a load followed by a store to the same mem-
ory location. Variables within a task are tracked to ensure the
consistency of the differential buffers upon task (re)entry post
power failure.

Programmers define functions serving as volatile tasks
using the task_ keyword to mark them for tracking by the
compiler. CAMEL expects all variables that are to be used
by multiple tasks or reused by multiple executions of the
same task to be declared as task-shared variables. All task-
shared variables are declared as part of a global structure
which serves as the buffer for the volatile and non-volatile
worlds. Task-shared variables need not be passed to every
task individually; instead, they are directly accessible by the
use of the GV() keyword.

After dividing the application into different worlds using
tasks, the flow of the program must be described in main—
each task must be called in an order that would result in an
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identical execution to that of the unmodified version of the
program. We limit the use of main() to calling tasks and read-
only conditionals that determine the next task, as CAMEL does
not track idempotency outside of tasks.

3.5 CAMEL Compiler
Our static analysis ensures (1) idempotency of tasks across
power cycles and (2) consistency of the differential shared
buffers across tasks. Any premature writes to the non-volatile
buffer by a task persist across power failures, causing the re-
execution of the task after recovery to yield different results
than expected of it. The compiler statically tracks data in
the volatile world and inserts code between tasks to ensure
data idempotence upon (re-)entry into a task. This ensures
the system-level atomicity of tasks—the results of a task are
never committed to the non-volatile world until the task is
complete. To achieve idempotency and atomicity of a task,
we implement a differential double buffer solution, using the
difference between the two buffers to ensure forward progress
and re-execute tasks after a power failure.

Two versions of the buffer exist at any time, deemed volatile
and non-volatile. Tasks work on global variables in the
volatile buffer and do not address the non-volatile buffer,
which serves as the fail-safe against memory corruption due
to power loss. Between tasks, CAMEL calculates the CRC of
registers and the non-volatile buffer and ensures memory con-
sistency through undo-logging, whereby CAMEL copies the
validated non-volatile buffer over the volatile buffer to undo
partial work. Upon task entry, all global variables are in a
consistent known state. We illustrate this process in Figure 4.

The successful execution of a task is marked by a commit,
which involves swapping the volatile buffer (which contains

1. struct {
2. int x;
3. int y;
4. int z;
5. int temp;
6. int result;
7. };
9. void task_compute() {
10. GV(temp) = GV(x) + GV(y);
11. GV(result) = GV(result) + GV(temp);
12.}

Figure 5: CAMEL programming interface. result undergoes
a write-after-read sequence in line 11.

updated state after task completion) and non-volatile buffer
and re-calculating the CRC on the newly non-volatile buffer.
Crucially, we implement the swap as a pointer re-assignment,
which reduces data movement: instead of copying data from a
dedicated non-volatile buffer, modifying it in a private volatile
buffer, and re-committing it to the non-volatile store, tasks
work directly on the data in the volatile world, which is later
rendered non-volatile by CAMEL as part of the commit pro-
cess. We discuss enforcing the atomicity of the commit in §4.3
to prevent incorrect execution stemming from an interrupted
commit. To ensure correct forward progress, the CAMEL com-
piler resolves differences between the two worlds to keep
program state consistent between tasks.

The compiler makes tasks idempotent by only undo-
logging variables that undergo the write-after-read depen-
dency in a task. These variables cause memory inconsis-
tencies and incorrect execution if a power failure and re-
execution occur after the write and before the commit, as
the preceding read will read a different value from the last
execution. We refer to these variables as non-idempotent; non-
idempotent variables must be undo-logged following a power
failure to ensure idempotence. Between tasks, we atomically
swap the worlds and ensure consistency using a partial update
of the newly-non-volatile world. Each changed variable must
be updated in the volatile buffer to ensure the two buffers
remain consistent between tasks; we use different functions
to update each variable type.

CAMEL implements data copying between buffers us-
ing several internal functions to cover the three types of
variables supported by C: scalars, compounds, and unions.
The copy_scalar function copies scalar values between
buffers; for contiguous variables (i.e., compounds and unions),
CAMEL uses one of the following functions as appropriate:

• copy_array: Logs an entire contiguous variable using
memcpy.

• copy_array_scalar: Logs an element of a contiguous
variable based on a scalar index stored in the differential
buffers.
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• copy_array_scalar_local: Logs an element of a con-
tiguous variable based on a task-local scalar index. This
function saves the value of the local variable when it is
used to index into the shared array and uses it to perform
only the required copies during logging.

4 Implementation

4.1 Compiler Analysis

We implement CAMEL as a compiler pass in LLVM
10.0.0 [25], which ultimately produces MSP430 assembly;
we use msp430-gcc to generate the corresponding executable.
The compiler’s aim is to populate sets of read and written
variables to find non-idempotent memory accesses. Figure 6
illustrates the pipeline of our analysis from source code to
an executable. Our pass statically analyzes the structured,
architecture independent LLVM IR generated using the task-
divided code, written by the programmer using the conven-
tions highlighted in §3.4. LLVM provides interfaces to tra-
verse, interact and change the IR. Our pass analyzes every
function declared with the prefix task_. We focus our analysis
on instructions in IR that are directly involved in interacting
with memory locations, namely load, store and memcpy. Fur-
thermore, we are only interested in said instructions if their
operands are a part of the volatile world global buffer as only
that buffer is impacted by task execution.

Our pass begins by performing intra-module static anal-
ysis on the LLVM IR, examining all function declarations
to determine whether they are tasks. Once a task is identi-
fied, our pass traverses the control-flow graph of the function,
searching for loads, stores and memcpys. After identifying
the instructions of interest in the control-flow graph, we back-
track from the operands of the instructions to their first use
in a task. At this stage, we only add variables backed by the
global buffers to their respective read/write set. In addition
to a set of read and written variables, we maintain a set of
read-first variables—variables that are read before they are
written in a task. Once all sets are populated, we take the
intersection of the read-first and write sets. This produces
a set with the variables subject to a write-after-read depen-
dency, which Figure 5 demonstrates. Note that our analysis is

context-insensitive: when the compiler cannot predict which
branch of a conditional statement will execute and one of
the path would mark the variable as read-first, the compiler
considers the variable read-first regardless of the execution
path. This static analysis guarantees the detection of all idem-
potent violations within a task by pessimistically analyzing
all execution paths.

4.2 Compiler Modifications
The compiler inspects main() to locate task call sites and in-
serts code to (1) undo-log data before a task and (2) copy data
between the volatile and non-volatile worlds to ensure buffer
consistency after completing a task. Undo-logging copies vari-
ables in the write-after-read-vulnerable set from non-volatile
to volatile using the functions implemented in §3.5, while
the inter-task buffer swap/update following successful task
completion copies all modified variables.

For arrays, the user may choose to update a specific index
of the array using a variable defined in the volatile world
buffer or a local, task-defined variable. The compiler can
insert logging code for any of these two variants. If the index
is part of the volatile world buffer, the compiler loads the
value of the variable from the buffer, uses the built-in LLVM
getelementptr instruction to get the array from the buffer
and logs the variable. If however, the index is a local variable
(i.e., not part of the buffer), we insert code in tasks to store
the value of the index in the volatile world buffer at the time
of change. We then use this global variable to log the specific
index of the array.

4.3 Recovery
The recovery component has two major elements: the commit
and the recovery functions. Algorithm 1 describes our commit
procedure. Volatile and non-volatile worlds are implemented
as pointers to global buffers, which allows us to swap the
values of each pointer to swap worlds. To ensure the atomicity
of commits, the decision of which pointer points to which
buffer is determined by a flag value that is inverted at the end
of each commit. The commit procedure saves all registers
to a protected region in the non-volatile buffer then updates
the canary value or re-calculates the CRC. We implement
the function to save registers and calculate the CRC in native
MSP430 assembly; the argument to the SAVE_REGISTERS
function is the memory location to place the registers in. The
CRC, when used, is calculated over the saved register file and
non-volatile world buffer and excludes the CRC result itself.

We modify the MSP430 reset vector to point to the recovery
function when the device regains power. The recovery func-
tion passes control to the program by either restarting from
the beginning of the program or from the last in-place check-
point in the SRAM, based on whether the SRAM integrity
check passes. The recovery routine first reads the flag value,



Algorithm 1 Task Commit Routine.
1: NON_VOLATILE← FLAG ? &BUF1 : &BUF2
2: VOLATILE← FLAG ? &BUF2 : &BUF1
3: SAVE_REGISTERS(NON_VOLATILE->reg_file)
4: Guard_BUFFER_REGS_integrity(CRC_MODE)
5: FLAG← not FLAG

which determines which global buffer represents which world.
Then, depending on the integrity check strategy, the routine
either recomputes the CRC over the non-volatile world buffer
or validates the canary value’s integrity. If the non-volatile
world’s contents are valid, recovery commences: 1) the non-
volatile world is copied to the volatile world; 2) the platform
is re-initialized; 3) register values are restored from the non-
volatile world buffer; and 4) the program counter is restored,
resuming execution from the last in-place checkpoint.

4.4 Correctness

Correctness is a first-class part of our design and implemen-
tation processes. Our correctness measures validate that our
CAMEL implementation (1) generates programs capable of
maintaining semantically correct execution on harvested en-
ergy and (2) that the CRC and Canary strategies both de-
tect unexpectedly long off times that corrupt SRAM. To ob-
tain a ground truth to compare compiler-instrumented output
against, we manually instrument all benchmarks and man-
ually compare the generated assembly against the CAMEL-
instrumented assembly. Our comparison shows that there are
no differences between the two, meaning CAMEL is capable
of inserting fault-free code to log data used across different
benchmarks. Our second line of defense is a set of regression
tests that capture corner cases, the data types available in C,
and bugs in earlier versions of CAMEL. Third, we conduct 10
trials of execution for every benchmark to ensure correctness.
In each trial, we execute the uninstrumented and instrumented
benchmarks, comparing the final state of the system after
completion. While executing the instrumented programs, we
introduce approximately 20 random power failures, reflective
of real-wold energy harvesting traces [9]. Finally, we simu-
late the uncommon case of extended off times to validate the
effectiveness of the CRC and the canary.

5 Evaluation

We evaluate CAMEL’s effect on end-to-end system perfor-
mance on a physical MSP430G2955 [15], a Flash-based
energy-harvesting-class microcontroller comparable to those
found in past work [29, 49], running on harvested energy
emulating a typical RF-powered batteryless device (§ 5.1).
For comparison to state-of-the-art Flash-based intermittent
computing, we implement TotalRecall [49] on the same de-

vice.5 We evaluate the canary-based implementations for both
CAMEL and TotalRecall in order to focus on the highest-
performance, hardware-invariant (i.e., no need for hardware
CRC) systems available. Finally, we simulate CAMEL for the
FRAM-based MSP430FR6989 [19] to evaluate its runtime,
binary size, and checkpointing behavior against comparable
task-based intermittent systems: DINO [26], Chain [6], and
Alpaca [29]. For Flash-based devices, our evaluation demon-
strates that CAMEL (1) provides performant, long-life inter-
mittent computation where it was previously limited by volt-
age monitoring hardware, and (2) enables reliable atomic
operations where the state-of-the-art fails due to erroneous
checkpoint placement. On FRAM devices, CAMEL outper-
forms state-of-the-art task-based systems using a novel buffer
design which minimizes data movement.

We first evaluate CAMEL’s performance on five software
benchmarks developed in past work [6, 26, 29], representing
applications commonly found in energy harvesting systems:

Activity Recognition (AR): uses simulated samples
from a three-axis accelerometer to train a nearest neigh-
bor classifier and determine whether a device is moving.
Bit Count (BC): uses seven different algorithms to count
the set bits in a given sequence.
Cold-Chain Equipment Monitoring (CEM): simulates
input data from a temperature sensor and later com-
presses the data using LZW compression [46].
Cuckoo Filter (CF): A Cuckoo filter is a data struc-
ture used to efficiently test for set membership [8]. This
benchmark stores random data in a Cuckoo filter and
later queries the filter to recover the data.
Data Encryption (RSA): RSA is a widely used public-
key cryptosystem [42]. This benchmark encrypts a string
using a user-defined encryption key stored in memory.

We also evaluate CAMEL on three peripheral-focused
benchmarks to explore how the existing options for inter-
mittent computation on Flash-based systems interact with
such systems:6

Transmit: Transmit data over the on-chip UART to a
desktop computer.
Actuate: Generate a sine wave using an external Digital-
to-Analog Converter [32] (DAC) connected via I2C.
Sense: Use the on-chip ADC and a timer to sample the
output of an external light sensor [47] twice per second.

5.1 Experimental Setup
Our experimental setup draws motivation from previous
work [9] on emulating environmental conditions for real-
world energy harvesting use cases in experimental and in-

5The MSP430G2955 on-chip ADC is software-configurable to monitor
supply voltage, enabling direct comparison without hardware modifications.

6We evaluate the peripheral-focused benchmarks primarily for correctness
rather than performance, as each benchmark is a "minimal working example"
for the corresponding peripheral. As a result, end-to-end performance is
dominated by peripheral power consumption (rather than software behavior).



lab setups. We use a secondary MSP430 controlling a high-
drive Digital-to-Analog Converter (DAC) to deliver a pro-
grammable power trace to the device under test; the secondary
microcontroller monitors output voltage and supply current
across a sense resistor and varies the DAC voltage to de-
liver the programmed input power. We evaluate each system
running on the MSP430G2955 under three input power sce-
narios previously recorded using a 915 MHz RF transmit-
ter/harvester pair [36–38] in an active office environment:

• Mobile: The transmitter is mounted in a room, while
the harvester is carried in, around, and through the room.
Average power input: 0.5 mW.

• Cart: The transmitter is on a table, while the harvester
is on a cart moving towards, around, and away from it.
Average power input: 2.12 mW.

• Obstruction: The transmitter and harvester are on a table
approximately 1 meter apart, while various obstructions
(laptops, metal water bottles, etc.) periodically move be-
tween the two. Average power input: 0.227 mW.

These power scenarios provide a range of realistic power
levels for an RF energy harvesting system. The power-control
system charges a 2 mF supply capacitor connected to an
intermediate power gate that connects the MSP430G2955
under test to the supply once capacitor voltage reaches 3.3V
and disconnects it once it reaches 1.8V. We instrument each
benchmark to drive a digital output pin high upon completion,
and monitor this output to record total runtime. To minimize
randomness, we perform 10 trials of each benchmark at 20◦C.

5.2 Programmer Effort
CAMEL requires the programmer to reason about the energy
consumption and data flow of their code and divide it into
tasks accordingly. This has the potential to introduce a signif-
icant design-time burden if the programmer needs to refactor
existing code; the specific level of effort depends on the origi-
nal code base. Porting code from prior intermittent task-based
models (e.g., Alpaca) introduces minimal burden: the only
addition our current CAMEL implementation requires is the
use of the GV keyword to access task-shared variables (which
we plan to automate in the future). Porting plain C code re-
quires more effort as programmers must decompose code
into atomic, self-contained tasks. Fortunately, task-based pro-
gramming is already a common motif in embedded system
design as many applications consist of series of tasks with
natural boundaries (e.g., sensing, computing on, and trans-
mitting data) [1]. Thus, we expect that programmers porting
existing code bases would often only need to convert code
to the CAMEL syntax rather than significantly restructure the
program.

Shifting responsibility to the programmer also has potential
performance consequences. While the range of appropriate
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Figure 7: Relative power cycles to completion for benchmarks
using TotalRecall compared to CAMEL.

task sizes depends mainly on the size of the storage capacitor
(and thus is known at design time), the programmer is still
ultimately responsible for keeping task size within this range.
Undersized tasks reduce performance as Camel takes check-
points at each task boundary, increasing the number of unused
checkpoints if software hits many task boundaries during a
single on-period. Oversized tasks threaten non-termination
as Camel must complete at least one task per on-period to
make forward progress. While we do not include them here,
existing techniques to optimistically skip checkpoints [30] or
automatically scale task size [31] are interesting avenues for
expanding on CAMEL.

5.3 Runtime: Flash Platforms

For an energy-constrained batteryless system where the power
draw of active execution eclipses harvester input power, exe-
cution time is dominated by charging periods during which
the system is inactive. Energy efficiency determines the num-
ber of charge-discharge cycles to complete a workload, which
dictates overall performance for typical batteryless devices.
Figure 7 shows the number of power cycles for TotalRecall
to complete each benchmark under various power scenarios
running on the Flash-based MSP430G2955, normalized to
the power cycle count for CAMEL under the same conditions.
Although CAMEL incurs higher software overhead than To-
talRecall by creating and maintaining inter-task checkpoints,
the energy savings from eschewing voltage monitoring with
the ADC enable the CAMEL-based system to complete each
benchmark in fewer power cycles under all circumstances.
ADC power consumption means that TotalRecall has less
energy available for software execution in each power cycle,
forcing the system to power down and wait for more energy—



up to 23 times more than when using CAMEL, as in the AR
benchmark on both the Mobile and Obstruction power traces.

Less time spent waiting for incoming power means that
CAMEL ultimately completes energy-constrained benchmarks
well before TotalRecall: CAMEL reduces the overall time to
completion for the AR, BC, and RSA benchmarks by an aver-
age of 82.1%, 78.2%, and 66.9% across all power scenarios, re-
spectively. CAMEL marginally underperforms TotalRecall on
the CEM and CF benchmarks because these benchmarks both
complete within a single power cycle under all conditions—
i.e., they are not energy-constrained, and the higher energy
cost of TotalRecall is not reflected in their execution time. For
typical batteryless applications running across multiple power
cycles, however, CAMEL outperforms the existing solution
for Flash-based systems by a factor of 3-5x.

5.4 Peripheral Operations
While efficient software execution is essential to performant
intermittent systems, many batteryless system deployments
must interact with the physical world using on-chip or on-
board peripheral devices. To compare CAMEL with the state-
of-the-art for these systems, we first run the three peripheral-
focused benchmarks described in § 5 on TotalRecall under
both continuous and intermittent power. While each bench-
mark completes normally under continuous power conditions,
all fail when subjected to intermittent power: TotalRecall fails
to correctly re-execute atomic operations (UART and I2C
transmissions, respectively) for the Transmit and Actuate
benchmarks after checkpointing, and infinitely hangs during
the Sense benchmark after failing to reconfigure the sample
timer. Applications like Sense present an additional problem
because they compete with TotalRecall for use of the ADC,
preventing checkpointing during measurement and introduc-
ing the potential for semantically incorrect code re-execution.

We demonstrate how CAMEL enables peripheral-focused
intermittent operation on Flash platforms by porting each
benchmark to the CAMEL task model, which ensures that
peripheral devices are always correctly reconfigured after a
power loss and atomic interactions are correctly re-executed.
Porting existing code to the task-based model requires some
one-time programmer effort (e.g., combining sensor config-
uration and sampling into a single atomic task), but ensures
atomic operations complete successfully regardless of power
conditions. Under both continuous and intermittent power, our
CAMEL-based implementations of each peripheral-focused
benchmark complete successfully—enabling peripheral oper-
ations on Flash-based batteryless systems using an intuitive
and scalable programming model.

5.5 Runtime: FRAM Platforms
CAMEL’s software-only approach to intermittent computing
using SRAM data retention yields significant improvements
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Figure 8: CAMEL run-time overhead for FRAM-based de-
vices. The global buffer size in bytes for each benchmark is
shown in parenthesis.

AR BC CEM CF RSA avg.
DINO [26] 1136 717 259 324 1830 788
Chain [6] 2008 717 231 452 315 744
Alpaca [29] 2008 717 225 452 315 743
CAMEL 1999 709 114 385 254 692

Table 1: Number of checkpoints recorded by each task-based
system across all benchmarks.

over state-of-the-art just-in-time techniques, but how does it
compare to previous task-based programming models? We
contextualize CAMEL’s improvements by comparing it to
DINO [26], Chain [6], and Alpaca [29], three task-based sys-
tems designed for FRAM platforms. Running each system on
an FRAM device allows us to isolate the effects of CAMEL’s
differential buffer design without the overhead of an SRAM
integrity check. We compile all task-based software bench-
marks for the FRAM-based MSP430FR6989 [19] and run
them in a modified version of the mspdebug MSP430 simula-
tor [5], which provides fine-grain performance statistics such
as CPU cycle count and number of checkpoints recorded.

Figure 8 and Table 1 illustrate the normalized runtime over-
head and number of checkpoints taken by each task-based
system, respectively. CAMEL’s design marginally reduces the
total number of checkpoints taken—approximately a 7% aver-
age reduction compared to Alpaca, the next-best system—but
reducing data movement overhead using CAMEL’s differen-
tial buffer system means that CAMEL ultimately outperforms
Alpaca by an average factor of 2x, demonstrating the power
of CAMEL’s approach even on FRAM-based devices.
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Inter-task Commits: The commit routine following each
task is a primary source of runtime overhead for CAMEL and
varies with CAMEL implementation. CAMELCanary’s commit
has a constant runtime overhead across all benchmarks (∼120
cycles), as the canary values ensuring SRAM integrity are set
at power-on and do not need to be updated between tasks. The
CAMELCanary commit routine only needs to swap differential
buffers and save architectural registers. Because CAMELCRC
needs to compute an integrity check over the safe CAMEL
buffer between each task, commit overhead is higher and a
function of buffer size: across all benchmarks, the average
cycle count for a CAMELCRC commit is ∼7600 cycles. Most
of these cycles are spent calculating the CRC, which our im-
plementation does in software; using hardware CRC support
common to energy-harvesting-class devices would reduce
CAMELCRC commit runtime to close to that of CAMELCanary.

5.6 Binary Size

Figure 5.5 illustrates the increase in binary size of CAMEL and
comparison systems, normalized to the binary size of the unin-
strumented benchmarks. CAMELcanary produces smaller bina-
ries compared to CAMELcrc, because the sizes of the recovery
routine and inter-task commits are significantly reduced when
removing the CRC code. CAMELcanary reduces binary size
when compared to all prior work, while CAMELcrc’s binary
overhead impact is comparable (1% larger than Alpaca [29]).

The commit routine which accompanies every CAMEL
task can be implemented as an inline or a naked function;
Figure 5.5 shows the overhead incurred by the inline version.
Both approaches produce binaries that scale linearly with
the number of tasks in a benchmark; the inline version pro-
duces larger but faster executables, while the naked function
approach produces smaller but slower executables. A naked
function call incurs a fraction of the run-time overhead of a
regular function call. It increases the run-time overhead of the

commit routine by a constant number of CPU cycles (∼5),
resulting in a negligible change in the overall run-time.

5.7 Automatic Systems

Automatic checkpointing systems [30, 52] remove all burden
from the programmer at the cost of increased checkpoint rate.
Because it is not the focus of the paper we exclude detailed
results, but our experiments show that CAMEL performs 4x
better than Ratchet [52] on FRAM-based boards, with even
better results on Flash-based devices due to Flash write/erase
overhead. Given that Chinchilla’s run-time overhead is com-
parable to Alpaca [30], we expect a similar 2x improvement.

6 Related Work

Just-in-time checkpointing approaches backup volatile state
to non-volatile memory just-in-time, i.e., with just enough
energy remaining to write the checkpoint [2, 3, 21, 41]. This
requires the ability to measure the energy in the system’s
storage capacitor. The need for an energy monitor increases
complexity and cost, as well as increasing overall energy
usage—introducing another draw on the energy available
for useful computation [52]. Just-in-time checkpointing sys-
tems minimize software overhead, but also introduce correct-
ness and programmability concerns when interacting with
peripheral devices or atomic operations. Samoyed [31] targets
just-in-time systems with low-power energy monitors and
introduces an interface for programmers to denote sections of
code as atomic, combining the state-rollback mechanisms of
task-based approaches with the low software overhead of just-
in-time systems. Samoyed brings reliable atomic peripheral
operations to just-in-time intermittent systems, but depends
on rollback mechanisms designed for FRAM-based systems;
one direction for future research is combining CAMEL’s effi-
cient task model with TotalRecall’s just-in-time approach to
enable similar functionality without high-performance NVM.

Continuous checkpointing eschews a single, large, just-
in-time, checkpoint of the entire volatile program state for
many small checkpoints of the volatile program state needed
to resume execution. Continuous checkpointing trades per-
formance for hardware-support-free intermittent computa-
tion; unfortunately, all such existing approaches—whether
architecture- or software-driven—are incompatible with Flash
devices due to Flash’s endurance and power limitations [16].

Continuous checkpointing fits naturally with sequential
hardware design which treats flip-flops as non-volatile state
and the combinational logic between them as volatile state.
Idetic [33] employs this model to support intermittent oper-
ation at the circuit level using existing high-level synthesis
tools. Conventional processor pipelines are compatible with
continuous checkpointing when treating pipeline registers as
non-volatile state and operations between stages as volatile



state. Non-volatile processors [27, 28] leverage this observa-
tion by implementing pipeline registers with non-volatile flip-
flops (e.g., FRAM). An alternative to non-volatile processors
is Clank [11], which enforces dynamic memory idempotency.

CAMEL improves existing programmer-guided intermit-
tent computation systems: combining Chain’s [6] expressive
programming interface with idempotence analysis as used
by Alpaca [29]. From this, CAMEL introduces the idea of of
swappable mixed-volatility worlds backed by a differential
analysis that allows data reuse across tasks. This improves
performance regardless of NVM type by reducing redundant
data copying. To enable programmer-guided approaches on
Flash devices, CAMEL bifurcates program data into a inter-
task non-volatile world and a intra-task volatile world.

Ratchet [52] and Chinchilla [30] replace programmer rea-
soning with compiler analysis to produce an automatic ap-
proach to supporting intermittent computation—at the cost
of removing the abstraction of forward progress atomicity
from the programmer. Ratchet decomposes programs into
restartable units using idempotence analysis while Chin-
chilla [30] builds on Ratchet with a smart timer and basic-
block-level energy estimation to elide checkpoints at run time.

7 Conclusion

This paper exposes and addresses the lifetime and perfor-
mance limitations of programmer-guided approaches to in-
termittent computation on both Flash devices. The improve-
ments center on the abstraction of two worlds that co-exist
during program execution: a non-volatile world that contains
the data tasks use to communicate and that is used for post-
power-cycle recovery and a volatile world that contains data
used by a task. The result is the first long-life, programmer-
guided intermittent computation system for Flash devices and
highest-performance for FRAM devices.
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